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#### Abstract

The purpose of the paper is to study the uniqueness problems of linear differential polynomials of entire functions sharing a small function and obtain some results which improve and generalize the related results due to $\mathrm{J} . \mathrm{T} . \mathrm{Li}$ and P. Li (2015). Basically we pay our attention to the condition $\lambda(f) \neq 1$ in Theorems 1.3, 1.4 from J. T. Li and P. Li (2015). Some examples have been exhibited to show that conditions used in the paper are sharp.
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## 1. Introduction, DEFINITIONS AND RESULTS

In this paper, by a meromorphic or entire function we shall always mean meromorphic or entire, respectively, function in the complex plane $\mathbb{C}$. We denote by $n(r, \infty ; f)$ the number of poles of $f$ lying in $|z|<r$; the poles are counted according to their multiplicities. The quantity

$$
N(r, \infty ; f)=\int_{0}^{r} \frac{n(t, \infty ; f)-n(0, \infty ; f)}{t} \mathrm{~d} t+n(0, \infty ; f) \log r
$$

is called the integrated counting function or simply the counting function of poles of $f$.

Also $m(r, \infty ; f)=\frac{1}{2} \pi^{-1} \int_{0}^{2 \pi} \log ^{+}\left|f\left(r \mathrm{e}^{\mathrm{i} \theta}\right)\right| \mathrm{d} \theta$ is called the proximity function of poles of $f$, where $\log ^{+} x=\log x$ for $x \geqslant 1$ and $\log ^{+} x=0$ for $0 \leqslant x<1$.

The sum $T(r, f)=m(r, \infty ; f)+N(r, \infty ; f)$ is called the Nevanlinna characteristic function of $f$. We denote by $S(r, f)$ any quantity satisfying $S(r, f)=o\{T(r, f)\}$ as $r \rightarrow \infty$ except possibly a set of finite linear measure. We denote by $T(r)$ the maximum of $T(r, f)$ and $T(r, g)$. The notation $S(r)$ denotes any quantity satisfying
$S(r)=o(T(r))$ as $r \rightarrow \infty$, outside of a possible exceptional set of finite linear measure.

For $a \in \mathbb{C}$, we put $N(r, a ; f)=N\left(r, \infty ;(f-a)^{-1}\right)$ and $m(r, a ; f)=m(r, \infty$; $\left.(f-a)^{-1}\right)$.

Let us denote by $\bar{n}(r, a ; f)$ the number of distinct $a$-points of $f$ lying in $|z|<r$, where $a \in \mathbb{C} \cup\{\infty\}$. The quantity

$$
\bar{N}(r, a ; f)=\int_{0}^{r} \frac{\bar{n}(t, a ; f)-\bar{n}(0, a ; f)}{t} \mathrm{~d} t+\bar{n}(0, a ; f) \log r
$$

denotes the reduced counting function of $a$-points of $f$ (see, e.g. [2], [13]).
The order of $f$ is defined by

$$
\lambda(f)=\limsup _{r \rightarrow \infty} \frac{\log T(r, f)}{\log r} .
$$

Let $k$ be a positive integer and $a \in \mathbb{C} \cup\{\infty\}$. We use $N_{k)}(r, a ; f)$ to denote the counting function of $a$-points of $f$ with multiplicity not greater than $k, N_{(k+1}(r, a ; f)$ to denote the counting function of $a$-points of $f$ with multiplicity greater than $k$. Similarly, $\bar{N}_{k)}(r, a ; f)$ and $\bar{N}_{(k+1}(r, a ; f)$ are their reduced functions, respectively.

For $a \in \mathbb{C} \cup\{\infty\}$ and a positive integer $p$ we denote by $N_{p}(r, a ; f)$ the sum

$$
\bar{N}_{(1}(r, a ; f)+\bar{N}_{(2}(r, a ; f)+\ldots+\bar{N}_{(p}(r, a ; f) .
$$

For $a \in \mathbb{C} \cup\{\infty\}$ and $p \in \mathbb{N}$ we put

$$
\delta_{p}(a ; f)=1-\limsup _{r \rightarrow \infty} \frac{N_{p}(r, a ; f)}{T(r, f)} .
$$

Clearly,

$$
0 \leqslant \delta(a ; f) \leqslant \delta_{p}(a ; f) \leqslant \delta_{p-1}(a ; f) \leqslant \ldots \leqslant \delta_{2}(a ; f) \leqslant \delta_{1}(a ; f)=\Theta(a ; f)
$$

A meromorphic function $a$ is said to be a small function of $f$ provided that $T(r, a)=S(r, f)$, that is $T(r, a)=o(T(r, f))$ as $r \rightarrow \infty$ except possibly a set of finite linear measure.

Let $f(z)$ and $g(z)$ be two non-constant meromorphic functions. Let $a(z)$ be a small function with respect to $f(z)$ and $g(z)$. We say that $f(z)$ and $g(z)$ share $a(z) \mathrm{CM}$ (counting multiplicities) if $f(z)-a(z)$ and $g(z)-a(z)$ have the same zeros with the same multiplicities and we say that $f(z), g(z)$ share $a(z)$ IM (ignoring multiplicities) if we do not consider the multiplicities.

In 1976, Yang [11] posed the following question:

What can be said about the relationship between two non-constant entire functions $f$ and $g$ if $f$ and $g$ share the value 0 CM and $f^{\prime}$ and $g^{\prime}$ share the value 1 CM ?

The above problem has been studied by Shibazaki [10], Yi [15], [14], Yang and Yi [12], Hua [4], Muse-Reinders [9] and Lahiri [5]. And Yi [14] proved the following theorem.

Theorem A ([14]). Let $f$ and $g$ be two non-constant entire functions and let $k$ be a non-negative integer. If $f$ and $g$ share the value $0 \mathrm{CM}, f^{(k)}$ and $g^{(k)}$ share the value 1 CM and $\delta(0 ; f)>\frac{1}{2}$, then $f \equiv g$ unless $f^{(k)} g^{(k)} \equiv 1$.

Remark 1.1. The following example shows that in Theorem A the condition $\delta(0 ; f)>\frac{1}{2}$ is sharp.

Example 1.2 ([14]). Let

$$
f(z)=-\frac{1}{2^{k}} \mathrm{e}^{2 z}+\frac{(-1)^{k+1}}{2^{k}} \mathrm{e}^{z} \quad \text { and } \quad g(z)=\frac{(-1)^{k+1}}{2^{k}} \mathrm{e}^{-2 z}-\frac{1}{2^{k}} \mathrm{e}^{-z},
$$

where $k$ is a non-negative integer. Then $f$ and $g$ share the value $0 \mathrm{CM}, f^{(k)}$ and $g^{(k)}$ share the value 1 CM and $\delta(0 ; f)=\frac{1}{2}$, but $f \not \equiv g$ and $f^{(k)} g^{(k)} \not \equiv 1$.

Let $h$ be a non-constant meromorphic function. We denote by

$$
\begin{equation*}
P(h)=h^{(k)}+a_{1} h^{(k-1)}+a_{2} h^{(k-2)}+\ldots+a_{k-1} h^{\prime}+a_{k} h \tag{1.1}
\end{equation*}
$$

the differential polynomial of $h$, where $a_{1}, a_{2}, \ldots, a_{k}$ are finite complex numbers and $k$ is a positive integer.

Remark 1.3. The following example shows that in Theorem A the functions $f^{(k)}$ and $g^{(k)}$ cannot be replaced by $P(f)$ and $P(g)$.

Example $1.4([8])$. Let $f(z)=\frac{1}{2} \mathrm{e}^{-2 z}$ and $g(z)=\mathrm{e}^{-2 z}$. Then $f$ and $g$ share the value $0 \mathrm{CM}, f^{\prime \prime}+2 f^{\prime}$ and $g^{\prime \prime}+2 g^{\prime}$ share the value 1 CM and $\delta(0 ; f)>\frac{1}{2}$, but $f \not \equiv g$ and $\left(f^{\prime \prime}+2 f^{\prime}\right)\left(g^{\prime \prime}+2 g^{\prime}\right) \not \equiv 1$.

In 2015, Li and Li proved the following results.

Theorem B ([8]). Let $f$ and $g$ be two non-constant entire functions. Suppose that $f$ and $g$ share the value $0 \mathrm{CM}, P(f)$ and $P(g)$ share the value 1 CM and $\delta(0 ; f)>\frac{1}{2}$. If $\lambda(f) \neq 1$, then $f \equiv g$ unless $P(f) P(g) \equiv 1$.

Theorem C ([8]). Let $f$ and $g$ be two non-constant entire functions. Suppose that $f$ and $g$ share the value $0 \mathrm{CM}, P(f)$ and $P(g)$ share the value 1 IM and $\delta(0 ; f)>\frac{4}{5}$. If $\lambda(f) \neq 1$, then $f \equiv g$ unless $P(f) P(g) \equiv 1$.

Now observing the above results the following questions are inevitable.
Question 1.5. Is the condition " $\lambda(f) \neq 1$ " sharp in Theorems B, C?
Question 1.6. Is the condition " $\delta(0 ; f)>\frac{1}{2}$ " sharp in Theorem B?
Question 1.7. What can be said if the sharing value in Theorems B, C is replaced by a small function of $f$ and $g$ ?

Question 1.8. Is it really possible in any way to relax the nature of sharing the 1-point in Theorem B (Theorem C)?

In this paper we pay our attention to the nature of the differential polynomial $P(h)$ of $h$ defined as in (1.1). Actually, we want to show that when $a_{k} \neq 0$ in (1.1), the condition $\lambda(f) \neq 1$ is not necessary. On the other hand, when $a_{k}=0$ in (1.1), the condition $\lambda(f) \neq 1$ is necessary.

We now explain the notation of weighted sharing as introduced in [6].
Definition 1.9 ([6]). Let $k \in \mathbb{N} \cup\{0\} \cup\{\infty\}$. For $a \in \mathbb{C} \cup\{\infty\}$ we denote by $E_{k}(a ; f)$ the set of all $a$-points of $f$, where an $a$-point of multiplicity $m$ is counted $m$ times if $m \leqslant k$ and $k+1$ times if $m>k$. If $E_{k}(a ; f)=E_{k}(a ; g)$, we say that $f, g$ share the value $a$ with the weight $k$.

We write $f, g$ share $(a, k)$ to mean that $f, g$ share the value $a$ with the weight $k$. Clearly, if $f, g$ share $(a, k)$, then $f, g$ share $(a, p)$ for any integer $p, 0 \leqslant p<k$. Also we note that $f, g$ share a value $a$ IM or CM if and only if $f, g$ share $(a, 0)$ or $(a, \infty)$, respectively.

Let $h$ be a non-constant meromorphic function. We denote by

$$
\begin{equation*}
P_{1}(h)=h^{(k)}+a_{1} h^{(k-1)}+a_{2} h^{(k-2)}+\ldots+a_{k-1} h^{\prime}+a_{k} h \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2}(h)=h^{(k)}+b_{1} h^{(k-1)}+b_{2} h^{(k-2)}+\ldots+b_{k-1} h^{\prime} \tag{1.3}
\end{equation*}
$$

the differential polynomials of $h$, where $a_{1}, a_{2}, \ldots, a_{k}(\neq 0), b_{1}, b_{2}, \ldots, b_{k-1}$ are finite complex numbers with $\left(b_{1}, b_{2}, \ldots, b_{k-1}\right) \neq(0,0, \ldots, 0)$ and $k$ is a positive integer.

Now taking the possible answers of the above questions into background we obtain the following results.

Theorem 1.10. Let $f$ and $g$ be two non-constant entire functions and let $\alpha(z)$ $(\not \equiv 0, \infty)$ be a small function with respect to $f$ and $g$. Suppose that $f$ and $g$ share $(0, \infty), P_{1}(f)-\alpha$ and $P_{1}(g)-\alpha$ share $(0,2)$. If $\delta_{k+2}(0 ; f)>\frac{1}{2}$, then $f \equiv g$ unless $P_{1}(f) P_{1}(g) \equiv \alpha^{2}$.

Theorem 1.11. Let $f$ and $g$ be two non-constant entire functions and let $\alpha(z)$ $(\not \equiv 0, \infty)$ be a small function with respect to $f$ and $g$. Suppose that $f$ and $g$ share $(0, \infty), P_{1}(f)-\alpha$ and $P_{1}(g)-\alpha$ share $(0,1)$. If $\delta_{k+2}(0 ; f)>\frac{3}{5}$, then $f \equiv g$ unless $P_{1}(f) P_{1}(g) \equiv \alpha^{2}$.

Theorem 1.12. Let $f$ and $g$ be two non-constant entire functions and let $\alpha(z)$ $(\equiv 0, \infty)$ be a small function with respect to $f$ and $g$. Suppose that $f$ and $g$ share $(0, \infty), P_{1}(f)-\alpha$ and $P_{1}(g)-\alpha$ share $(0,0)$. If $\delta_{k+2}(0 ; f)>\frac{4}{5}$, then $f \equiv g$ unless $P_{1}(f) P_{1}(g) \equiv \alpha^{2}$.

Theorem 1.13. Let $f$ and $g$ be two non-constant entire functions and let $\alpha(z)$ $(\not \equiv 0, \infty)$ be a small function with respect to $f$ and $g$. Suppose that $f$ and $g$ share $(0, \infty), P_{2}(f)-\alpha$ and $P_{2}(g)-\alpha$ share $(0,2)$. If $\lambda(f) \neq 1$ and $\delta_{k+2}(0 ; f)>\frac{1}{2}$, then $f \equiv g$ unless $P_{2}(f) P_{2}(g) \equiv \alpha^{2}$.

Theorem 1.14. Let $f$ and $g$ be two non-constant entire functions and let $\alpha(z)$ $(\not \equiv 0, \infty)$ be a small function with respect to $f$ and $g$. Suppose that $f$ and $g$ share $(0, \infty), P_{2}(f)-\alpha$ and $P_{2}(g)-\alpha$ share $(0,1)$. If $\lambda(f) \neq 1$ and $\delta_{k+2}(0 ; f)>\frac{3}{5}$, then $f \equiv g$ unless $P_{2}(f) P_{2}(g) \equiv \alpha^{2}$.

Theorem 1.15. Let $f$ and $g$ be two non-constant entire functions and let $\alpha(z)$ $(\not \equiv 0, \infty)$ be a small function with respect to $f$ and $g$. Suppose that $f$ and $g$ share $(0, \infty), P_{2}(f)-\alpha$ and $P_{2}(g)-\alpha$ share $(0,0)$. If $\lambda(f) \neq 1$ and $\delta_{k+2}(0 ; f)>\frac{4}{5}$, then $f \equiv g$ unless $P_{2}(f) P_{2}(g) \equiv \alpha^{2}$.

Remark 1.16. From the following example it is easy to see that the condition

$$
\delta_{k+2}(0 ; f)>\frac{1}{2}
$$

in Theorem 1.10 is sharp.
Example 1.17. Let

$$
f(z)=\mathrm{e}^{z}\left(1-\frac{1}{2} \mathrm{e}^{z}\right) \quad \text { and } \quad g(z)=\mathrm{e}^{-z}\left(\frac{1}{2}-\mathrm{e}^{-z}\right)
$$

Then

$$
P_{1}(f)=-\frac{3}{8}\left(f^{(\mathrm{iv})}+\frac{2}{3} f^{\prime \prime \prime}-5 f^{\prime \prime}-2 f^{\prime}+8 f\right)=\mathrm{e}^{z}\left(1-\mathrm{e}^{z}\right)
$$

and

$$
P_{1}(g)=-\frac{3}{8}\left(g^{(\mathrm{iv})}+\frac{2}{3} g^{\prime \prime \prime}-5 g^{\prime \prime}-2 g^{\prime}+8 f\right)=\mathrm{e}^{-z}\left(1-\mathrm{e}^{-z}\right)
$$

Clearly $P_{1}(f)$ and $P_{1}(g)$ share $(1, \infty), f, g$ share $(0, \infty)$ and $\delta_{k+2}(0 ; f)=\frac{1}{2}$, but neither $f \equiv g$ nor $P_{1}(f) P_{1}(g) \equiv 1$.

Remark 1.18. From the following example it is easy to see that the conditions

$$
\delta_{k+2}(0 ; f)>\frac{1}{2} \quad \text { and } \quad \lambda(f) \neq 1
$$

in Theorem 1.13 are sharp.
Example 1.19. Let

$$
f(z)=\mathrm{e}^{z}\left(1-\frac{1}{2} \mathrm{e}^{z}\right) \quad \text { and } \quad g(z)=\mathrm{e}^{-z}\left(\frac{1}{2}-\mathrm{e}^{-z}\right) .
$$

Then

$$
P_{2}(f)=-\frac{3}{8}\left(f^{(\mathrm{iv})}-\frac{2}{3} f^{\prime \prime \prime}-5 f^{\prime \prime}+2 f^{\prime}\right)=\mathrm{e}^{z}\left(1-\mathrm{e}^{z}\right)
$$

and

$$
P_{2}(g)=-\frac{3}{8}\left(g^{(\mathrm{iv})}-\frac{2}{3} g^{\prime \prime \prime}-5 g^{\prime \prime}+2 g^{\prime}\right)=\mathrm{e}^{-z}\left(1-\mathrm{e}^{-z}\right)
$$

Clearly $P_{2}(f)$ and $P_{2}(g)$ share $(1, \infty), f, g$ share $(0, \infty), \delta_{k+2}(0 ; f)=\frac{1}{2}$ and $\lambda(f)=1$, but neither $f \equiv g$ nor $P_{2}(f) P_{2}(g) \equiv 1$.

Remark 1.20. From the following example it is easy to see that the condition " $f$ and $g$ share $(0, \infty)$ " in Theorem 1.10 is necessary.

Example 1.21. Let

$$
f(z)=\mathrm{e}^{3 z}-\mathrm{e}^{2 z} \quad \text { and } \quad g(z)=\mathrm{e}^{z}-\mathrm{e}^{-2 z} .
$$

Then

$$
P_{1}(f)=\frac{1}{24}\left(f^{(\mathrm{iv})}+6 f^{\prime \prime \prime}+23 f^{\prime \prime}+42 f^{\prime}+48 f\right)=\mathrm{e}^{3 z}-\mathrm{e}^{2 z}
$$

and

$$
P_{1}(g)=\frac{1}{24}\left(g^{(\mathrm{iv})}+6 g^{\prime \prime \prime}+23 g^{\prime \prime}+42 g^{\prime}+48 g\right)=\mathrm{e}^{z}-\mathrm{e}^{-2 z} .
$$

Clearly $P_{1}(f)$ and $P_{1}(g)$ share $(1, \infty), f, g$ do not share $(0, \infty)$ and $\delta_{k+2}(0 ; f)=$ $\frac{2}{3}>\frac{1}{2}$, but neither $f \equiv g$ nor $P_{1}(f) P_{1}(g) \equiv 1$.

## 2. LEMMAS

Let $F, G$ be two non-constant meromorphic functions. Henceforth we shall denote by $H$ the following function:

$$
\begin{equation*}
H=\left(\frac{F^{\prime \prime}}{F^{\prime}}-\frac{2 F^{\prime}}{F-1}\right)-\left(\frac{G^{\prime \prime}}{G^{\prime}}-\frac{2 G^{\prime}}{G-1}\right) \tag{2.1}
\end{equation*}
$$

Lemma 2.1 ([17]). Let $f$ be a non-constant meromorphic function, $P(f)$ be defined by (1.1) and $p, k$ be positive integers. If $P(f) \not \equiv 0$, we have

$$
\begin{aligned}
& N_{p}(r, 0 ; P(f)) \leqslant T(r, P(f))-T(r, f)+N_{p+k}(r, 0 ; f)+S(r, f), \\
& N_{p}(r, 0 ; P(f)) \leqslant k \bar{N}(r, \infty ; f)+N_{p+k}(r, 0 ; f)+S(r, f)
\end{aligned}
$$

Lemma 2.2. Let $f$ and $g$ be two non-constant entire functions. Suppose $P_{2}(f) \equiv$ $P_{2}(g)$, where $P_{2}(f)$ is defined by (1.3). If $\lambda(f) \neq 1$, then $f \equiv g$.

Proof. Proof of the lemma follows from the proof of Theorem 1.4 in [8].

Lemma 2.3 ([13]). Suppose $f_{j}, j=1,2, \ldots, m+1$ and $g_{j}, j=1,2, \ldots, m$ are entire functions satisfying the following conditions:
(i) $\sum_{j=1}^{m} f_{j}(z) \mathrm{e}^{g_{j}(z)} \equiv f_{m+1}$;
(ii) The order of $f_{j}(z)$ is less than the order of $\mathrm{e}^{g_{k}(z)}$ for $1 \leqslant j \leqslant m+1,1 \leqslant k \leqslant m$; and furthermore, the order of $f_{j}(z)$ is less than the order of $\mathrm{e}^{g_{j}-g_{k}}$ for $m \leqslant 2$ and $1 \leqslant j \leqslant m+1,1 \leqslant l, k \leqslant m, l \neq k$.

Then $f_{j} \equiv 0, j=1,2, \ldots, m+1$.

Lemma 2.4. Let us consider the linear differential equations

$$
\begin{equation*}
a_{n}(z) f^{(n)}(z)+a_{n-1}(z) f^{(n-1)}(z)+\ldots+a_{0}(z) f(z)=0 \tag{2.2}
\end{equation*}
$$

with entire coefficients $a_{0}(z)(\not \equiv 0), a_{1}(z), \ldots, a_{n}(z)(\not \equiv 0)$. Then all solutions of (2.2) are entire functions of finite order if and only if the coefficients $a_{0}, a_{1}, \ldots, a_{n}$ of (2.2) are polynomials.

Proof. Proof of the lemma follows from the proof of Theorem 4.1 (see [7]) and Remark 1 (see [7], page 58).

Lemma 2.5 ([6]). Let $f$ and $g$ be two non-constant meromorphic functions sharing $(1,2)$. Then one of the following holds:
(i) $T(r, f) \leqslant N_{2}(r, 0 ; f)+N_{2}(r, 0 ; g)+N_{2}(r, \infty ; f)+N_{2}(r, \infty ; g)+S(r, f)+S(r, g)$,
(ii) $f g \equiv 1$,
(iii) $f \equiv g$.

Lemma 2.6 ([1]). Let $F$ and $G$ be two non-constant meromorphic functions sharing $(1,1)$ and $H \not \equiv 0$. Then

$$
\begin{aligned}
T(r, F) \leqslant & N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+N_{2}(r, \infty ; F)+N_{2}(r, \infty ; G)+\frac{1}{2} \bar{N}(r, 0 ; F) \\
& +\frac{1}{2} \bar{N}(r, \infty ; F)+S(r, F)+S(r, G)
\end{aligned}
$$

Lemma 2.7 ([1]). Let $F$ and $G$ be two non-constant meromorphic functions sharing $(1,0)$ and $H \not \equiv 0$. Then

$$
\begin{aligned}
T(r, F) \leqslant & N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+N_{2}(r, \infty ; F)+N_{2}(r, \infty ; G)+2 \bar{N}(r, 0 ; F) \\
& +\bar{N}(r, 0 ; G)+2 \bar{N}(r, \infty ; F)+\bar{N}(r, \infty ; G)+S(r, F)+S(r, G) .
\end{aligned}
$$

Lemma 2.8 ([16]). Let $H$ be defined as in (2.1). If $H \equiv 0$ and

$$
\limsup _{r \rightarrow \infty} \frac{\bar{N}(r, 0 ; F)+\bar{N}(r, 0 ; G)+\bar{N}(r, \infty ; F)+\bar{N}(r, \infty ; G)}{T(r)}<1, \quad r \in I,
$$

where $I$ is a set of infinite linear measures. Then $F \equiv G$ or $F G \equiv 1$.

## 3. Proofs of the theorems

Pro of of Theorem 1.10. Let $F(z)=P_{1}(f) / \alpha(z)$ and $G(z)=P_{1}(g) / \alpha(z)$. Then $F$ and $G$ share (1,2) except for the zeros and poles of $\alpha(z)$. Now applying Lemma 2.5 we see that one of the following three cases holds.

Case 1. Suppose

$$
T(r, F) \leqslant N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+S(r, F)+S(r, G)
$$

Now applying Lemma 2.1 we have

$$
\begin{aligned}
T(r, f) & \leqslant T(r, F)+N_{k+2}(r, 0 ; f)-N_{2}(r, 0 ; F)+S(r, f)+S(r, g) \\
& \leqslant N_{k+2}(r, 0 ; f)+N_{2}(r, 0 ; G)+S(r, f)+S(r, g) \\
& \leqslant N_{k+2}(r, 0 ; f)+N_{k+2}(r, 0 ; g)+S(r, f)+S(r, g) \\
& \leqslant 2 N_{k+2}(r, 0 ; f)+S(r, f)+S(r, g) \\
& \leqslant\left(2-2 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r, f)+S(r, f)+S(r, g) \\
& \leqslant\left(2-2 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r),
\end{aligned}
$$

i.e.

$$
\begin{equation*}
T(r, f) \leqslant\left(2-2 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r) . \tag{3.1}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
T(r, g) \leqslant\left(2-2 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r) \tag{3.2}
\end{equation*}
$$

Combining (3.1) and (3.2) we get

$$
\begin{equation*}
\left(-1+2 \delta_{k+2}(0 ; f)-\varepsilon\right) T(r) \leqslant S(r) \tag{3.3}
\end{equation*}
$$

Since $\varepsilon>0$ is arbitrary, we see that (3.3) leads to a contradiction.
Case 2. $F \equiv G$. Then we have

$$
\begin{equation*}
P_{1}(f) \equiv P_{1}(g) \tag{3.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
\frac{f}{g}=h=\mathrm{e}^{\alpha}, \tag{3.5}
\end{equation*}
$$

where $\alpha$ is an entire function.
We now consider the following subcases.
Subcase 2.1. Suppose $\alpha$ is a constant. Let $\mathrm{e}^{\alpha}=c_{0}$, where $c_{0}$ is a finite complex constant. We obtain $f \equiv c_{0} g$ and so $P_{1}(f) \equiv c_{0} P_{1}(g)$. Now by (3.4) we find that $c_{0}=1$ and so $f \equiv g$.

Subcase 2.2. Suppose $\alpha$ is a non-constant entire function.
Now from (3.4) we have $P_{1}(f-g) \equiv 0$. Solving this equation (see [3], [7]) we get

$$
\begin{equation*}
f(z)-g(z)=\sum_{j=1}^{m} p_{j}(z) \mathrm{e}^{\beta_{j} z} \tag{3.6}
\end{equation*}
$$

where $m(\leqslant k)$ is a positive integer, $\beta_{j}, j=1,2, \ldots, m$ are distinct complex constants and $p_{j}(z), j=1,2, \ldots, m$ are polynomials.

We deduce from (3.5) that

$$
\begin{aligned}
f^{\prime}= & \left(g^{\prime}+\alpha^{\prime} g\right) \mathrm{e}^{\alpha} \\
f^{\prime \prime}= & \left(g^{\prime \prime}+2 \alpha^{\prime} g^{\prime}+\left(\alpha^{\prime \prime}+\left(\alpha^{\prime}\right)^{2}\right) g\right) \mathrm{e}^{\alpha} \\
f^{\prime \prime \prime}= & \left(g^{\prime \prime \prime}+3 \alpha^{\prime} g^{\prime \prime}+3\left(\alpha^{\prime \prime}+\left(\alpha^{\prime}\right)^{2}\right) g^{\prime}+n^{3}\left(\alpha^{\prime}\right)^{3}+\left(\alpha^{\prime \prime}+3 \alpha^{\prime} \alpha^{\prime \prime}+\left(\alpha^{\prime}\right)^{3}\right) g\right) \mathrm{e}^{\alpha} \\
& \vdots \\
f^{(k)}= & \left(g^{(k)}+Q_{k-1}^{k} g^{(k-1)}+Q_{k-2}^{k} g^{(k-2)}+\ldots+Q_{0}^{k} g\right) \mathrm{e}^{\alpha},
\end{aligned}
$$

where $Q_{i}^{k}\left(\alpha^{\prime}, \alpha^{\prime \prime}, \ldots, \alpha^{(k)}\right), i=0,1,2, \ldots, k-1$ are differential polynomials in $\alpha^{\prime}, \alpha^{\prime \prime}, \ldots, \alpha^{(k)}$. Next we suppose

$$
\begin{aligned}
P_{1}(f) & =f^{(k)}+a_{1} f^{(k-1)}+a_{2} f^{(k-1)}+\ldots+a_{k-1} f^{\prime}+a_{k} f \\
& =\left(g^{(k)}+Q_{k-1} g^{(k-1)}+\ldots+Q_{1} g^{\prime}+Q_{0} g\right) \mathrm{e}^{\alpha}
\end{aligned}
$$

where $Q_{i}\left(\alpha^{\prime}, \alpha^{\prime \prime}, \ldots, \alpha^{(k)}\right), i=0,1,2, \ldots, k-1$ are differential polynomials in $\alpha^{\prime}, \alpha^{\prime \prime}, \ldots, \alpha^{(k)}$. Since $\alpha$ is an entire function, we obtain $T\left(r, \alpha^{(j)}\right)=S(r, h)$ for $j=1,2, \ldots, k$. Hence $T\left(r, Q_{i}\right)=S(r, h)$ for $i=0,1,2, \ldots, k-1$. Now from (3.4) we have

$$
\left(\mathrm{e}^{\alpha}-1\right) g^{(k)}+\left(\mathrm{e}^{\alpha} Q_{k-1}-a_{1}\right) g^{(k-1)}+\ldots+\left(\mathrm{e}^{\alpha} Q_{1}-a_{k-1}\right) g^{\prime}+\left(\mathrm{e}^{\alpha} Q_{0}-a_{k}\right) g \equiv 0
$$

Clearly e ${ }^{\alpha}-1 \not \equiv 0$ and $\mathrm{e}^{\alpha} Q_{0}-a_{k} \not \equiv 0$. Now by Lemma 2.4 one can easily conclude that both $f$ and $g$ are of infinite order. By the Weierstrass's factorization theorem we have

$$
f(z)=\gamma(z) \mathrm{e}^{\alpha_{1}(z)}, \quad g(z)=\gamma(z) \mathrm{e}^{\alpha_{2}(z)},
$$

where $\gamma(z)$ is canonical product formed with common zeros of $f$ and $g$ and $\alpha_{1}(z)$, $\alpha_{2}(z)$ are non-constant entire functions.

Clearly $\alpha_{1}(z) \not \equiv \alpha_{2}(z)$. Since $\alpha(z)$ is a non-constant entire function, from (3.5) it follows that $\alpha_{1}(z)-\alpha_{2}(z)$ is a non-constant entire function. Since $\lambda(\gamma)$ is equal to $\tau(f)$ which is the exponent of convergence of zeros of $f(z)$ and $\tau(f) \leqslant \tau(f-g) \leqslant \lambda(f-g)$, by (3.6) we have

$$
\lambda(\gamma) \leqslant \lambda(f-g)=\lambda\left(\sum_{j=1}^{m} p_{j}(z) \mathrm{e}^{\beta_{j} z}\right) \leqslant 1 .
$$

Note that $\lambda\left(\mathrm{e}^{\alpha_{1}}\right)=\lambda(f / \gamma)$ and $\lambda\left(\mathrm{e}^{\alpha_{2}}\right)=\lambda(g / \gamma)$. Since $\lambda(f)>1, \lambda(g)>1$ and $\lambda(\gamma) \leqslant 1$, it follows that $\lambda\left(\mathrm{e}^{\alpha_{1}}\right)>1$ and $\lambda\left(\mathrm{e}^{\alpha_{2}}\right)>1$. Also we see that

$$
f-g=\left(\mathrm{e}^{\alpha_{1}-\alpha_{2}}-1\right) g
$$

Clearly,

$$
\lambda\left(\mathrm{e}^{\alpha_{1}-\alpha_{2}}\right)=\lambda\left(\mathrm{e}^{\alpha_{1}-\alpha_{2}}-1\right)=\lambda\left(\frac{f-g}{g}\right) .
$$

Since $\lambda(g)>1$ and $\lambda(f-g) \leqslant 1$, it follows that $\lambda\left(\mathrm{e}^{\alpha_{1}-\alpha_{2}}\right)>1$. From (3.6) we see that

$$
\gamma(z) \mathrm{e}^{\alpha_{1}(z)-\alpha_{2}(z)}+\sum_{j=1}^{m}\left(-p_{j}(z)\right) \mathrm{e}^{\beta_{j} z-\alpha_{2}(z)}=\gamma(z)
$$

where $\lambda\left(\mathrm{e}^{\beta_{j} z-\alpha_{2}(z)}\right)>1$ for $j=1,2, \ldots, m$. Now by Lemma 2.3, we see that $\gamma(z) \equiv 0$. Therefore $f(z) \equiv 0$, which is a contradiction.

Case 3. $F G \equiv 1$. Then we have $P_{1}(f) P_{1}(g) \equiv \alpha^{2}(z)$. This completes the proof.

Pro of of Theorem 1.11. Let $F(z)=P_{1}(f) / \alpha(z)$ and $G(z)=P_{1}(g) / \alpha(z)$. Then $F$ and $G$ share $(1,1)$ except for the zeros and poles of $\alpha(z)$. We now consider the following two cases.

Case 1. $H \not \equiv 0$. Applying Lemmas 2.1 and 2.6 we have

$$
\begin{aligned}
T(r, f) \leqslant & T(r, F)+N_{k+2}(r, 0 ; f)-N_{2}(r, 0 ; F)+S(r, f)+S(r, g) \\
\leqslant & N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+\frac{1}{2} \bar{N}(r, 0 ; F) \\
& +N_{k+2}(r, 0 ; f)-N_{2}(r, 0 ; F)+S(r, f)+S(r, g) \\
\leqslant & N_{k+2}(r, 0 ; g)+\frac{1}{2} N_{k+1}(r, 0 ; f)+N_{k+2}(r, 0 ; f)+S(r, f)+S(r, g) \\
\leqslant & \frac{5}{2} N_{k+2}(r, 0 ; f)+S(r, f)+S(r, g) \\
\leqslant & \left(\frac{5}{2}-\frac{5}{2} \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r)
\end{aligned}
$$

i.e.

$$
\begin{equation*}
T(r, f) \leqslant\left(\frac{5}{2}-\frac{5}{2} \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r) \tag{3.7}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
T(r, g) \leqslant\left(\frac{5}{2}-\frac{5}{2} \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r) \tag{3.8}
\end{equation*}
$$

Combining (3.7) and (3.8) we get

$$
\begin{equation*}
\left(-\frac{3}{2}+\frac{5}{2} \delta_{k+2}(0 ; f)-\varepsilon\right) T(r) \leqslant S(r) \tag{3.9}
\end{equation*}
$$

Since $\varepsilon>0$ is arbitrary, we see that (3.9) leads to a contradiction.

Case 2. $H \equiv 0$. In view of Lemma 2.4 we get

$$
\begin{aligned}
\bar{N}(r, 0 ; F)+\bar{N} & (r, 0 ; G)+\bar{N}(r, \infty ; F)+\bar{N}(r, \infty ; G) \\
& \leqslant N_{k+2}(r, 0 ; f)+N_{k+2}(r, 0 ; g)+S(r, f)+S(r, g) \\
& \leqslant 2 N_{k+2}(r, 0 ; f)+S(r, f)+S(r, g) \\
& \leqslant\left(2-2 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r)
\end{aligned}
$$

Since $\varepsilon>0$ is arbitrary and $\delta_{k+2}(0 ; f)>\frac{3}{5}$, we must have

$$
\limsup _{r \rightarrow \infty} \frac{\bar{N}(r, 0 ; F)+\bar{N}(r, 0 ; G)+\bar{N}(r, \infty ; F)+\bar{N}(r, \infty ; G)}{T(r)}<1
$$

and so by Lemma 2.8 we have either $F \equiv G$ or $F G \equiv 1$. So the theorem follows from the proof of Theorem 1.10. This completes the proof.

Pro of of Theorem 1.12. Let $F(z)=P_{1}(f) / \alpha(z)$ and $G(z)=P_{1}(g) / \alpha(z)$. Then $F$ and $G$ share $(1,0)$ except for the zeros and poles of $\alpha(z)$. We now consider the following two cases.

Case 1. $H \not \equiv 0$. Applying Lemmas 2.1 and 2.7 we have

$$
\begin{aligned}
T(r, f) \leqslant & T(r, F)+N_{k+2}(r, 0 ; f)-N_{2}(r, 0 ; F)+S(r, f)+S(r, g) \\
\leqslant & N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+2 \bar{N}(r, 0 ; F)+\bar{N}(r, 0 ; G) \\
& +N_{k+2}(r, 0 ; f)-N_{2}(r, 0 ; F)+S(r, f)+S(r, g) \\
\leqslant & 3 N_{k+2}(r, 0 ; f)+2 N_{k+2}(r, 0 ; g)+S(r, f)+S(r, g) \\
\leqslant & 5 N_{k+2}(r, 0 ; f)+S(r, f)+S(r, g) \\
\leqslant & \left(5-5 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r),
\end{aligned}
$$

i.e.

$$
\begin{equation*}
T(r, f) \leqslant\left(5-5 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r) . \tag{3.10}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
T(r, g) \leqslant\left(5-5 \delta_{k+2}(0 ; f)+\varepsilon\right) T(r)+S(r) . \tag{3.11}
\end{equation*}
$$

Combining (3.10) and (3.11) we get

$$
\begin{equation*}
\left(-4+5 \delta_{k+2}(0 ; f)-\varepsilon\right) T(r) \leqslant S(r) \tag{3.12}
\end{equation*}
$$

Since $\varepsilon>0$ is arbitrary, we see that (3.12) leads to a contradiction.
Case 2. $H \equiv 0$. The remaining part of the theorem follows from the proof of Theorem 1.10. This completes the proof.

Pro of of Theorems 1.13-1.15. The proofs of theorems follow from the proof of Theorem 1.10, Theorem 1.11, Theorem 1.12, respectively, and Lemma 2.2. So we omit the detailed proofs.

## References

[1] A. Banerjee: Meromorphic functions sharing one value. Int. J. Math. Math. Sci. 22 (2005), 3587-3598.
zbl MR doi
[2] W. K. Hayman: Meromorphic Functions. Oxford Mathematical Monographs. Clarendon Press, Oxford, 1964.
zbl MR
[3] H. Herold: Differentialgleichungen im Komplexen. Studia Mathematica. Skript 2. Vandenhoeck \& Ruprecht, Göttingen, 1975.
zbl MR
[4] X. H. Hua: A unicity theorem for entire functions. Bull. Lond. Math. Soc. 22 (1990), 457-462.
[5] I. Lahiri: Uniqueness of meromorphic functions as governed by their differential polynomials. Yokohama Math. J. 44 (1997), 147-156.
zbl MR doi
[6] I. Lahiri: Weighted value sharing and uniqueness of meromorphic functions. Complex Variables, Theory Appl. 46 (2001), 241-253.
zbl MR doi
[7] I. Laine: Nevanlinna Theory and Complex Differential Equations. De Gruyter Studies in Mathematics 15. Walter de Gruyter, Berlin, 1993.
zbl MR
[8] J.-T. Li, P. Li: Uniqueness of entire functions concerning differential polynomials. Commun. Korean Math. Soc. 30 (2015), 93-101.
zbl MR doi
[9] E. Mues, M. Reinders: On a question of C. C. Yang. Complex Variables, Theory Appl. 34 (1997), 171-179.
zbl MR doi
[10] K. Shibazaki: Unicity theorems for entire functions of finite order. Mem. Natl. Def. Acad. 21 (1981), 67-71.
zbl
[11] C. C. Yang: On two entire functions which together with their first derivatives have the same zeros. J. Math. Anal. Appl. 56 (1976), 1-6.
zbl MR doi
[12] C. C. Yang, H. X. Yi: On the unicity theorem for meromorphic functions with deficient values. Acta Math. Sin. 37 (1994), 62-72. (In Chinese.)
zbl MR
[13] C. C. Yang, H. X. Yi: Uniqueness Theory of Meromorphic Functions. Mathematics and Its Applications 557. Kluwer Academic Publishers, Dordrecht, 2003.
[14] H. X. Yi: A question of C. C. Yang on the uniqueness of entire functions. Kodai Math. J. 13 (1990), 39-46.
zbl MR doi
[15] H. X. Yi: Uniqueness of meromorphic functions and a question of C. C. Yang. Complex Variables, Theory Appl. 14 (1990), 169-176.
zbl MR doi
[16] H. X. Yi: Meromorphic functions that share one or two values. Complex Variables, Theory Appl. 28 (1995), 1-11.
zbl MR doi
[17] J.-L. Zhang, L.-Z. Yang: Some results related to a conjecture of R. Brück. JIPAM J. Inequal. Pure Appl. Math. 8 (2007), Article No. 18, 11 pages.

Authors' addresses: Sujoy Majumder, Department of Mathematics, Raiganj University, Raiganj, West Bengal-733134, India, e-mail: sujoy.katwa@gmail. com, sm05math@gmail.com; Somnath Saha, Mehendipara Jr. High School, Hili Balurghat Hwy, Arazi Huzuri Kasba, P.O.-Daulatpur, West Bengal-733125, India, e-mail: somnathsaha.87@gmail.com.

