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Abstract. We investigate the effect of admitting signed measures as a datum at the scalar
Chern-Simons equation

−∆u+ eu(eu − 1) = µ in Ω

with the Dirichlet boundary condition. Approximating µ by a sequence (µn)n∈N of L
1

functions or finite signed measures such that this equation has a solution un for each n ∈ N,
we are interested in establishing the convergence of the sequence (un)n∈N to a function u#

and describing the form of the measure which appears on the right-hand side of the scalar
Chern-Simons equation solved by u#.
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1. Introduction

The main purpose of this paper is to understand the phenomenon caused by ad-

mitting signed measures on the convergence and stability of solutions of the scalar

Chern-Simons problem

(CS)

{

−∆u+ eu(eu − 1) = µ in Ω,

u = 0 on ∂Ω,

where Ω ⊂ R
2 is a smooth bounded domain and µ is a finite signed Borel measure

(equivalently, a Radon measure) on Ω. By the solution of (CS), we mean a function

u ∈ W 1,1
0 (Ω) such that eu(eu − 1) ∈ L1(Ω) and u satisfies the equation in the sense
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of distributions,

−

∫

Ω

u∆ϕ+

∫

Ω

eu(eu − 1)ϕ =

∫

Ω

ϕdµ ∀ϕ ∈ C∞
c (Ω).

In two dimensions the energy functional associated to the equation (CS), namely

E(u) =
1

2

∫

Ω

|∇u|2 +

∫

Ω

(e2u

2
− eu

)

−

∫

Ω

uµ,

achieves its minimun on W 1,2
0 (Ω) for every µ ∈ Lp(Ω), 1 6 p < ∞. Thus the scalar

Chern-Simons equation always has a solution with the datum µ ∈ Lp(Ω) for any

1 < p 6 ∞ (see [9], Chapter 3). The existence in the case of the datum µ ∈ L1(Ω)

can be obtained by an approximation using the L∞ data (see [5], Corollary 12;

[9], Chapter 4). An important result in the proofs below is the characterization by

Vázquez (see [12]) of measures for which (CS) has a solution: µ is a good measure

for (CS) (that is the Dirichlet problem (CS) has a solution) if and only if for every

x ∈ Ω, one has

(1.1) µ({x}) 6 2π.

For measures satisfying the above inequality, the procedure is similar to the

L1(Ω) case as we can see in [1], Theorem 1, and [9], Chapter 14. On the other

hand, µ charges a common mass a with the density larger than 2π. The Poisson

problem
{

−∆v = 2πδa in Ω,

v = 0 on ∂Ω

has a solution v ∈ L1(Ω), whose mean on circumferences in a certain neigbourhood

of a behaves like the fundamental solution

v(x) ∼ log
1

|x− a|
.

By the comparasion principle (see [3], Corollary B.2, and [9], Chapter 14), we have

u > v. Then by using the Jensen inequality (see [2], Problem 4.9), we obtain eu /∈

L1(Ω), i.e. u is not a solution of (CS) in the above sense. The detailed proofs are

presented in [1], Section 5 and [12], Section 5.

We now rewrite µ in an appropriate way, which allows us to easily identify it as

a good measure or not. We note that the total mass of µ is finite, consequently, the

set of massful points is countable. Thus, we write

µ = µ+

∞
∑

i=1

αiδai ,
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where µ is the non-atomic part µ, i.e. µ({x}) = 0 for all x ∈ Ω, the points ai are

distinct and δai is the Dirac measure at ai. Hence the largest measure µ
⋆ 6 µ for

which (CS) has solution is described by

µ⋆ = µ+

∞
∑

i=1

min {αi, 2π}δai .

The set of points for which (1.1) fails is clearly finite, then the measure µ is cut off

exactly on the finite set

A = {a ∈ Ω: µ({a}) > 2π} ⊂ {a1, a2, . . .},

i.e. the measure µ− µ⋆ is supported on A, and

µ⋆({a}) = min {µ({a}), 2π}.

In virtue of Vázquez’s result mentioned before, the problem

(CS⋆)

{

−∆u⋆ + eu
⋆

(eu
⋆

− 1) = µ⋆ in Ω,

u⋆ = 0 on ∂Ω

has a unique solution u⋆ ∈ L1(Ω) which, by the maximum principle, is the largest

subsolution of (CS).

An interesting question arises when we force the problem to have a solution by

an approximate scheme and we wonder what happens with the convergence of the

sequence of solutions.

LetM(Ω) be the vector space of (finite) measures in Ω equipped with the norm

‖µ‖M(Ω) = |µ|(Ω) =

∫

Ω

d|µ|.

We recall that the sequence (µn)n∈N in M(Ω) converges to µ in the weak-∗ sense

inM(Ω), if for every continuous function ζ : Ω → R such that ζ = 0 on ∂Ω,

lim
n→∞

∫

Ω

ζ dµn =

∫

Ω

ζ dµ.

We denote this convergence by µn
∗
⇀ µ inM(Ω).

Let (µn) be a sequence of measures such that µn
∗
⇀ µ inM(Ω), and let un be the

solution of

(CSn)

{

−∆un + eun(eun − 1) = µn in Ω,

un = 0 on ∂Ω.
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Passing to a subsequence (unk
), we will show that the latter converges in L1(Ω) to

a limit u# ∈ L1(Ω), this limit solves

(CS#)

{

−∆u# + eu
#

(eu
#

− 1) = µ# in Ω,

u# = 0 on ∂Ω

for a measure µ# 6 µ, which is called a reduced limit or a reduced measure of

(µn). This definition was originally introduced in [8]. In general, this measure is not

unique, as we will see in an example in Section 4. This measure has the property

eunk (eunk − 1)
∗
⇀ eu

#

(eu
#

− 1) + τ inM(Ω)

for a nonnegative measure τ with support on A. Hence, we will establish a close

relationship between the measures µ∗ and µ# by the formula µ# = µ∗ − τ . By

naming the points of A as r1, r2, . . . , rm, we obtain

µ# = µ∗ −
m
∑

i=1

ciδri

for positive constants ci’s.

In [10], we have focused on approximating the datum µ by nonnegative measures.

We proved that in this situation one always has

(1.2) µ# = µ∗.

As a consequence, the reduced measure for the scalar Chern-Simons problem depends

only on the measure µ (which might not exist from the beginning) and the sequence

of approximated solutions converges to the largest subsolution of (CS). Thus we have

the surprising fact that the limit of a sequence of solutions is independent of how the

datum is approximated.

Here we carry out the study of the problem (CS) for signed-measures. The main

novelty in this case is that the equality (1.2), in general, does not hold anymore.

In fact, we show that any measure obtained from µ∗ by a subtraction of a linear

combination of Dirac measures with positive coeficients can be produced as a reduced

limit. Hence we characterize all the reduced limits for the Chern-Simons equation.

At the end of the paper, we give an example of sequences of measures (µn) and (νn)

such that µn, νn
∗
⇀ µ inM(Ω) and the respective reduced limits are different. The

key point is that by handling the convergence speed of ν+n and ν−n to µ+ and µ−,

respectively, different resulting Dirac measures are produced.
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2. Preliminary results

We start by stating an order relation between the measures µ# and µ⋆.

Proposition 2.1. Let (µn) be a sequence of good measures such that µn
∗
⇀ µ in

M(Ω). Then

µ# 6 µ⋆ 6 µ

for all reduced limits µ# of (µn).

P r o o f. Let µ# be a reduced limit of (µn)n∈N, that is, there exists a subsequence

(unk
)k∈N of the sequence of solutions of (CSn) converging to the solution of (CS

#).

We start with proving that

µ#
6 µ.

Recall that unk
∈ W 1,1

0 (Ω) and that for every ϕ ∈ C∞
c (Ω),

(2.1) −

∫

Ω

unk
∆ϕ+

∫

Ω

eunk (eunk − 1)ϕ =

∫

Ω

ϕdµn.

Notice that the nonlinear term in the equation verified by unk
is bounded from below,

for every t ∈ R,

et(et − 1) > −1.

If the test function satisfies ϕ > 0, then by Fatou’s lemma (see [2], Lemma 4.1),

∫

Ω

ev(eu − 1)ϕ 6 lim inf
k→∞

∫

Ω

eunk (eunk − 1)ϕ.

As we let k tend to infinity in (2.1), we get

∫

Ω

ϕdµ# = −

∫

Ω

u∆ϕ+

∫

Ω

ev(eu − 1)ϕ 6

∫

Ω

ϕdµ.

Since this property holds for every ϕ ∈ C∞
c (Ω) such that ϕ > 0, we deduce that

µ# 6 µ. Finally, since µ⋆ is the largest good measure less than or equal to µ (see [8],

Theorem 1, and [9], Proposition 17.9) we achieve

µ# 6 µ⋆,

finishing the proof. �
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In what follows, we give a lemma based on the Brezis-Merle inequality (see [4],

Theorem 1, [9], Proposition 11.7), which plays an important role in the proofs of

Theorems 3.1 and 3.5 below.

Lemma 2.2. Let (µn) be a sequence of good measures in M(Ω), and let un be

the solution of (CSn). Suppose that the sequence (µn)n∈N is such that µn
∗
⇀ µ in

M(Ω) and also that the sequence of solutions (un)n∈N converges to u in L
1(Ω). Then

there exists a measure τ ∈ M(Ω) such that u solves (CS#) with

µ# = µ− τ.

Moreover, τ is supported on the set A = {x ∈ Ω: µ({x}) > 2π}, thus there exist

finitely many points r1, r2, . . . , rm ∈ Ω and c1, c2, . . . , cm ∈ R satisfying

τ =
m
∑

i=1

ciδri .

P r o o f. By a standard property of elliptic equations with absorption term

(see [9], Lemma 14.2), for every n ∈ N,

(2.2) ‖eun(eun − 1)‖L1(Ω) 6 ‖µn‖M(Ω),

whence (eun(eun − 1))n∈N is bounded in L1(Ω). Passing to a further subsequence if

necessary, we may assume that there exists a finite measure τ ∈ M(Ω) such that

(2.3) eunk (eunk − 1)
∗
⇀ eu(eu − 1) + τ inM(Ω)

and unk
converges to u a.e. in Ω. Thus, u satisfies the scalar Chern-Simons problem

{

−∆u+ eu(eu − 1) = µ− τ in Ω,

u = 0 on ∂Ω.

Let A = {r1, . . . , rm} be as above, where each ri ∈ Ω satisfies µ({ri}) > 2π.

Since µ is a finite measure, the set A is finite. To finish the proof, it remains to

show that τ is supported on A. In what follows, we use arguments similar to those

contained in [10], Theorem 1.1.

Let N(µ+
n ) be the Newtonian potential generated by µ

+
n ,

N(µ+
n )(x) =

1

2π

∫

Ω

log
d

|x− y|
dµ+

n (y),
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where d > diamΩ. Given b ∈ Ω and r > 0, we write the Newtonian potential of µn as

N(µ+
n ) = N(µ+

n ⌊Br(b)) +N(µ+
n ⌊Ω\Br(b)).

Assume for the moment that there exist ε > 0 and m ∈ N such that for every n > m,

(2.4) µ+
n (Br(b)) 6 2π − ε.

By the Brezis-Merle inequality (see [4], Theorem 1, and [9], Proposition 11.7), there

exist p > 1 and C1 > 0 such that for every n > m,

‖e2N(µ+
n ⌊Br(b))‖Lp(Ω) 6 C1.

Since the functions N(µ+
n ⌊Ω\Br(b)) are harmonic in Br(b) and have a uniformly

bounded L1 norm in Br(b), consequently, the sequence (N(µ+
n ⌊Ω\Br(b))) is uniformly

bounded in Br/2(b). We conclude that there exists C2 > 0 such that for every n > m,

(2.5) ‖e2N(µ+
n )‖Lp(Br/2(b)) 6 C2.

Note that if b ∈ Ω \A, i.e. µ({b}) < 2π, then µ+({b}) = max {µ(∅), µ({b})} < 2π.

Thus, there exist ε > 0 and r > 0 satisfying (2.4). Indeed, let ε > 0 and R > 0 such

that

µ+(BR(b)) 6 2π − ε.

Then, by weak convergence of the sequence (µn), given 0 < r < R and 0 < ε < ε the

property (2.4) is ensured for n large enough (see [6], Section 1.9).

Let Un be the solution of the linear Dirichlet problem

(2.6)

{

−∆Un = µ+
n in Ω,

Un = 0 on ∂Ω.

By the comparison estimate (see [3], Corollary B.2, and [9], Chapter 14), for every

n ∈ N, we have

un 6 Un in Ω.

By the weak maximum principle (see [9], Proposition 6.1), Un 6 N(µ+
n ) in Ω. Hence,

un 6 N(µ+
n ) in Ω.

It follows from (2.5) that the sequence (eun(eun − 1))n∈N is uniformly bounded in

Lp(Br/2(b)). Since unk
→ u a.e. inBr/2(b), by Egoroff’s theorem (see [6], Theorem 3)

we obtain

eunk (eunk − 1) → eu(eu − 1) in L1(Br/2(b)).

We deduce that τ = 0 in Br/2(b). Since b ∈ Ω \A is arbitrary, we conclude that τ is

supported on A. �
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We also need a result obtained as a particular case of [7], Lemma 8.1.

Lemma 2.3. Let µ be a Radon measure and f ∈ L1(Ω). Then

(2.7)

{

−∆u+ eu(eu − 1) = µ in Ω,

u = f on ∂Ω

has solution if and only if (2.7) has solution with (µ+, f+) and (µ−, f−) as data.

3. Reduced limit

Combining Proposition 2.1 and Lemma 2.2 we get the first of the two characteri-

zation results for reduced limits.

Theorem 3.1. Let (µn)n∈N be a sequence of good measures inM(Ω) and let un

be the solution of (CSn). If the sequence (µn)n∈N is such that µn
∗
⇀ µ inM(Ω) and

the sequence (un)n∈N converges to u in L1(Ω) then there exists a Radon measure

τ > 0 such that u solves (CS#) with

(3.1) µ# = µ⋆ − τ.

Moreover, τ is supported on the set A = {x ∈ Ω; µ({x}) > 2π}, so that there exist

finitely many points r1, r2, . . . , rm ∈ Ω and c1, c2, . . . , cm > 0 satisfying

τ =

m
∑

i=1

ciδri .

P r o o f. Let (un)n∈N be the sequence of solutions of (CSn). Using Lemma 2.2,

we obtain that there exist c1, c2, . . . , cm ∈ R and r1, r2, . . . , rm ∈ Ω such that

{

−∆u+ eu(eu − 1) = µ− τ in Ω,

u = 0 on ∂Ω

with τ =
m
∑

i=1

ciδri . Since µ − τ is a reduced limit of µ, then µ − τ 6 µ by Proposi-

tion 2.1. Therefore, τ > 0 and this concludes the proof. �

The next two technical lemmas will allow us to compute reduced limits in partic-

ular situations. They also play role in important steps of the proof of the second

characterization theorem.
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Lemma 3.2. Let (µn)n∈N be a sequence in M(Ω) such that µn = τ − νn with

νn > 0 for each n ∈ N and νn
∗
⇀ ν in M(Ω). If τ({x}) 6 2π for all x ∈ Ω then

(µn)n∈N has a unique reduced limit given by

(τ − ν)# = τ − ν.

P r o o f. Let (µnk
)k∈N be a subsequence of (µn)n∈N. Since (τ − νnk

)+ 6 τ+, by

passing to a subsequence if necessary, it follows from the Banach-Alaoglu-Bourbaki

theorem (see [2], Theorem 3.16) that there exists κ ∈ M(Ω) such that (τ−νnk
)+

∗
⇀ κ

inM(Ω). Since κ 6 τ+ and τ+ is a good measure, by [10], Theorem 1, (τ − νnk
)+

has κ for its unique reduced limit. On the other hand, due to the boundedness from

above of the exponential function, the reduced limit of −(τ − νnk
)− is unique and

equal to its weak limit −(τ − ν)−. Therefore, the conclusion follows from [8], Propo-

sition 7.3, which ensures that (µn) has a reduced limit µ
# if and only if (µ+

n ) and

(−µ−
n ) have reduced limits µ

#
1 and µ#

2 , respectively, and, moreover, µ
# = µ#

1 + µ#
2 .

�

Lemma 3.3. Let (µn)n∈N be a sequence of good measures with µn = νn − τ ,

τ > 0 and τ({x}) = 0 for all x ∈ Ω. If νn
∗
⇀ ν and ν+n

∗
⇀ ν+ inM(Ω) then (µn)n∈N

has a unique reduced limit given by

(ν − τ)# = ν⋆ − τ.

P r o o f. Let µ# be a reduced limit of (µn), i.e. there exists a subsequence

(unk
)k∈N of (un) converging in L1(Ω) to a function u which solves (CS#). By

Lemma 2.2, µ− µ# is concentrated on the set A = {x ∈ Ω: µ+({x}) > 2π}.

We first prove that (ν⋆ − τ) 6 µ#. If p ∈ Ω satisfies ν+({p}) < 2π then

µ#({p}) = µ({p}) > (ν⋆ − τ)({p}).

On the other hand, if ν+({p}) > 2π, we take α < 2π/ν+({p}) and consider the

solutions of
{

−∆vn + evn(evn − 1) = ανn − τ in Ω,

vn = 0 on ∂Ω.

By the comparison principle (see [3], Corollary B.2, and [9], Chapter 14), vnk
6 unk

for all k ∈ N. Since αν+({p}) < 2π, using a comparison result for reduced limits

(see [8], Theorem 7.1), we obtain

(αν − τ)({p}) = (αν − τ)#({p}) 6 µ#({p}).
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Since α < 2π/ν+({p}) is arbitrary, 2π 6 µ#({p}), whence

(ν⋆ − τ)({p}) = 2π 6 µ#({p}).

But µ# differs from µ = ν−τ only on the set A and we obtain the desired inequality.

For the reverse inequality, we need the following property for mutually singular

measures µ1 and µ2 (see [8], Theorem 8)

(µ1 + µ2)
⋆ = µ⋆

1 + µ⋆
2.

From τ({x}) = 0 for all x ∈ Ω, it follows

(ν − τ)⋆ =

(

ν +
∞
∑

i=1

biδqi − τ

)⋆

= (ν + τ) +
∞
∑

i=1

min {bi, 2π}δqi = ν⋆ − τ,

where we decomposed, as before, ν into nonatomic and atomic parts, ν = ν+
∞
∑

i=1

biδqi .

Applying Lemma 2.1, we have

µ# 6 (ν⋆ − τ).

Thus we conclude that the reduced limit has necessarily the form ν⋆ − τ . �

We now show that the unique form that can be assumed by reduced limits is that

one expressed in (3.1). The proof is based on the Cantor diagonal argument. The

result was previously announced in [10] without proof.

Theorem 3.4. Let µ ∈ M(Ω), c1, . . . , cm > 0 and r1, . . . , rm ∈ Ω. Then there

exists a sequence (µn) ⊂ C∞
c (Ω) such that µn

∗
⇀ µ inM(Ω). If un is the solution of

(CSn), then (un) converges to the solution of (CS
#) where

µ# = µ⋆ −
m
∑

i=1

ciδri .

P r o o f. We rewrite the expressions for
m
∑

i=1

ciδri and the atomic part of µ in

order that the sums share the same sequence of Dirac measures

∞
∑

i=1

aiδpi =

∞
∑

i=1

a′iδqi and

m
∑

i=1

ciδri =

∞
∑

i=1

c′iδqi .
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The first k points qi are ri ∈ {pi : i ∈ N}, the next m− k points qi are the ri which

do not belong to {pi : i ∈ N}, and the last qi are the pi which do not appear in

{r1, . . . , rm}. We now define

µnε = ̺ε ∗ µ+
∞
∑

i=1

bi̺ε(x− qi)−
∞
∑

i=1

di̺1/2n(x− qi − (1/n)e1),

where e1 = (1, 0) and for i = 1, . . . ,m,

bi =

{

a′i + c′i if a′i > 2π,

2π + c′i if a
′
i < 2π,

di =

{

c′i if a′i > 2π,

2π − a′i + c′i if a
′
i < 2π,

and bi = a′i if i > m. Since µn,ε ∈ C∞
0 (Ω), the Dirichlet problem

{

−∆un,ε + eun,ε(eun,ε − 1) = µn,ε in Ω,

un,ε = 0 on ∂Ω

has a solution un,ε. Let (εk) be a sequence converging to zero. Due to Lemma 3.3,

(un,εk)k∈N converges to the solution un of the scalar Chern-Simons equation with

the datum

µ+
∞
∑

i=1

min {bi, 2π}δqi −
∞
∑

i=1

di̺1/2n

(

x− qi −
1

n
e1

)

.

For each n ∈ N, we take kn satisfying

‖un,kn − un‖L1(Ω) 6
1

n
.

Applying Lemma 3.2, we deduce that (un)n∈N converges to the solution of the scalar

Chern-Simons problem with the datum

µ+

∞
∑

i=1

min {bi, 2π}δqi −
∞
∑

i=1

diδqi .

According to the choices of bi and di, we have min {bi, 2π} = 2π and 2π − di =

min {2π, a′i} − c′i. Then

µ+

∞
∑

i=1

min {bi, 2π}δqi −
∞
∑

i=1

diδqi = µ+

∞
∑

i=1

min {2π, a′i}δqi−
∞
∑

i=1

c′iδqi = µ⋆−
m
∑

i=1

ciδri.

Therefore, the conclusion follows from taking µn = µn,kn . �
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If we consider the set consisting of all reduced measures for (CS), we then easily

see that it is not itself a vector space, but it is closer under addition.

As a final result we obtain the independence of reduced limit with respect to the

approximating sequence in signed-measure framework whenever the convergence of

positive and negative parts is also taken as hypotheses.

Theorem 3.5. Let (µn)n∈N be a sequence of good measures inM(Ω) and let un

be the solution of (CSn). If the sequences (µ
+
n )n∈N and (µ−

n )n∈N are such that

µ+
n

∗
⇀ µ+ and µ−

n
∗
⇀ µ−,

then (un)n∈N converges in L1(Ω) to the solution of (CS⋆).

P r o o f. By estimate (2.2) and the triangle inequality,

‖∆un‖M(Ω) 6 2‖µn‖M(Ω).

Since the sequence (µn)n∈N is bounded in M(Ω), the sequence (∆un)n∈N is also

bounded in M(Ω). From Stampacchia’s linear regularity theory (see [11], Theo-

rem 9.1, and [9], Proposition 5.8), the sequence (un)n∈N is bounded in W 1,q
0 (Ω) for

every 1 6 q < 2. By the Rellich-Kondrachov compactness theorem (see [2], The-

orem 9.16), there exists a subsequence (unk
)k∈N converging to some function u in

L1(Ω) and a.e. in Ω. By Lemma 2.2, u solves

{

−∆u+ eu(eu − 1) = µ− τ in Ω,

u = 0 on ∂Ω,

where τ =
m
∑

i=1

ciδri , c1, c2, . . . cm ∈ R, r1, r2, . . . , rm ∈ A, and

A = {x ∈ Ω: µ({x}) > 2π}.

If the set A is empty, the conclusion of the theorem follows with µ⋆ = µ. We may

assume that A is nonempty, so that

A = {x1, . . . , xl},

where the points xi ∈ Ω are distinct.

In view of Lemma 2.3, we can consider the solutions of

(3.2)

{

−∆vn + evn(evn − 1) = µ+
n in Ω,

vn = 0 on ∂Ω.
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Using the known result for nonnegative measures (see [10], Theorem 1.1), (vn) con-

verges to some function v ∈ L1(Ω) satisfying

{

−∆v + ev(ev − 1) = (µ+)⋆ in Ω,

v = 0 on ∂Ω.

Given i ∈ {1, . . . , l}, let r > 0 be such that Br(xi) ∩ A = {xi}. By the comparison

estimate between the solutions vn of (3.2) and un of (CSn) (see [9], Chapter 14), for

every n ∈ N, we have

un 6 vn in Ω.

From
{

evn(evn − 1)
∗
⇀ ev(ev − 1) + µ+ − (µ+)⋆,

eunk (eunk − 1)
∗
⇀ eu(eu − 1) + τ

inM(Ω),

it follows that

eu(eu − 1) + τ 6 ev(ev − 1) + µ+ − (µ+)⋆.

Evaluating both sides at the set {xi}, we get

τ({xi}) 6 (µ+ − (µ+)⋆)({xi}).

Therefore,

µ({xi})− τ({xi}) > µ+({xi})− (µ+ − (µ+)⋆)({xi}) = (µ+)⋆({xi}) = 2π = µ⋆({xi}).

On the other hand, by Vázquez’s nonexistence result (see [12], Section 5, and [1],

Section 5), we also have (µ− τ)({xi}) 6 2π. We conclude that

(µ− τ)({xi}) = 2π = µ⋆({xi})

for every i ∈ {1, . . . , l}. Besides, µ = µ⋆ in Ω\{x1, . . . , xl}. Hence u is the solution u⋆

of (CS⋆). Since the measure µ⋆ does not depend on the taken subsequence of (un)

and the solution of (CS⋆) is unique, we deduce that the whole sequence (un)n∈N

converges in L1(Ω) to the solution u⋆ of (CS⋆). �

The particular case µn = ̺n ∗ µ, where ̺n is a mollifier sequence such that

supp ̺n ⊂ B1/n, stated in [3], Theorem 11, is then extended for the larger class

of sequences of measures fulfilling the conditions given in the above theorem.
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4. A non-uniqueness example

To illustrate the existence of multiple reduced limits for the Chern-Simons equa-

tion, we will construct two sequences of measures converging in the weak-∗ sense to

zero with different reduced limits.

Theorem 3.5 implies that µn = (−1/n)δ0 has zero as reduced limit. We now

consider the solution un,k of the scalar Chern-Simons equation with the datum

µn,k = 4π̺εk(x)− 4π̺1/n

(

x−
( 1

n
, 0
))

,

where (εk) is a sequence of positive numbers converging to zero. By Lemma 3.3,

(un,k) converges to the solution un of (CSn) with

µn = 2πδ0 − 4π̺1/n

(

x−
( 1

n
, 0
))

as k goes to infinity. Applying Lemma 3.2, we have that the solution un of (CSn)

converges to the solution of the scalar Chern-Simons equation with the datum

µ = −2πδ0.

Thus, using Cantor’s diagonal argument, we take νn = µn,kn , where kn is chosen in

order to have

‖un,kn − un‖L1(B1(0)) 6
1

k
.

Therefore, for µn = −(1/n)δ0 and νn = 4π̺1/kn
(x) − 4π̺1/n(x − (1/n, 0)) (for an

appropriate subsequence (kn) of integer numbers), the corresponding solutions un

and vn converge to the solution of the scalar Chern-Simons equation with 0 and

−2πδ0 as data, respectively.

5. Chern-Simons system

The authors have also approached the approximation scheme in [10] for the Chern-

Simons system










−∆u+ ev(eu − 1) = µ in Ω,

−∆v + eu(ev − 1) = ν in Ω,

u = v = 0 on ∂Ω

with nonnegative measures. An additional hypothesis µ({x}), ν({x}) 6 4π for all

x ∈ Ω is necessary to ensure the stability of the solutions, i.e. if µn
∗
⇀ µ and νn

∗
⇀ ν

in M(Ω) then the pair of the solutions (un, vn) converges in L1(Ω) × L1(Ω) to a
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solution of the Chern-Simons system with prescribed data. In a future work, we will

precisely elaborate the results for the system with signed measures as we intend to

investigate the general case when the measures µ and ν are not restricted on unitary

sets by the value of 4π.
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