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Abstract. We investigate the lattice \( L(V) \) of subspaces of an \( m \)-dimensional vector space \( V \) over a finite field \( \text{GF}(q) \) with a prime power \( q = p^n \) together with the unary operation of orthogonality. It is well-known that this lattice is modular and that the orthogonality is an antitone involution. The lattice \( L(V) \) satisfies the chain condition and we determine the number of covers of its elements, especially the number of its atoms. We characterize when orthogonality is a complementation and hence when \( L(V) \) is orthomodular. For \( m > 1 \) and \( p \nmid m \) we show that \( L(V) \) contains a \((2^m + 2)\)-element (non-Boolean) orthomodular lattice as a subposet. Finally, for \( q \) being a prime and \( m = 2 \) we characterize orthomodularity of \( L(V) \) by a simple condition.
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1. Introduction

The lattice of subspaces of a given vector space was studied by several authors from various points of view. In particular, for (possibly infinite-dimensional) vector spaces over the field of complex numbers such lattices serve as an algebraic axiomatization of the logic of quantum mechanics. It was shown that such lattices are orthomodular and, if the vector space has finite dimension, even modular. The question arises whether something similar holds for vector spaces over finite fields. An attempt in
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this direction was done by Eckmann and Zabey (see [4]). An interesting structure in such a lattice is the sublattice of closed subspaces. Unfortunately, this lattice need not be a sublattice of the lattice of all subspaces and, moreover, this lattice even need not be orthomodular. These facts imply that these lattices in general cannot be used in the logic of quantum mechanics (see [4]). However, subspaces of finite-dimensional vector spaces turn out to be closed. It comes out that in such a case the lattice of subspaces sometimes has a nice structure and hence may be used in the axiomatization of logics similarly as lattices of topologically closed subspaces of Hilbert spaces over the complex numbers are used in the logic of quantum mechanics.

Throughout the paper we consider finite-dimensional vector spaces \( V \) over a finite field \( \mathbb{GF}(q) \). Assume \( \dim V = m > 1 \) and \( q = p^n \) for some prime \( p \).

The paper is organized in the following way. First we derive some conditions which are satisfied by the lattice \( L(V) \) of subspaces of \( V \) together with the unary operation of orthogonality and we obtain a certain relationship between \( m \) and \( q \). Then we characterize those \( V \) for which \( L(V) \) is orthomodular. The lattice \( L(V) \) turns out to be orthomodular if and only if orthogonality is a complementation. We show that \( L(V) \) contains Boolean subalgebras of size \( 2^m \) and that in case \( p \nmid m \), \( L(V) \) contains a \((2^m + 2)\)-element (non-Boolean) orthomodular lattice as a subposet.

In the whole paper let \( \mathbb{N} \) denote the set of all positive integers. Let \( V \) denote the universe of \( V \). Without loss of generality assume \( V = (\mathbb{GF}(q))^m \). For \( \vec{a} = (a_1, \ldots, a_m), \vec{b} = (b_1, \ldots, b_m) \in V \) and \( M \subseteq V \), put

\[
\vec{a}\vec{b} := \sum_{i=1}^{m} a_i b_i,
\]

\[
\vec{a} \perp \vec{b} :\Leftrightarrow \vec{a}\vec{b} = 0,
\]

\[
M^\perp := \{ \vec{x} \in V : \vec{x} \perp \vec{y} \text{ for all } \vec{y} \in M \},
\]

\[
\langle M \rangle := \text{linear subspace of } V \text{ generated by } M,
\]

\[
L(V) := \text{set of all linear subspaces of } V,
\]

\[
L(V) := (L(V), +, \cap, ^\perp, \{\vec{0}\}, V).
\]

If not stated explicitly otherwise, whenever we consider a unary operation on \( L(V) \), this will be \( ^\perp \). As usual, by a basis of \( V \) we mean a linearly independent generating set of \( V \). It is well-known that any \( m \) linearly independent vectors of \( V \) form a basis of \( V \). Moreover, it is well-known that \( L(V) \) is a modular lattice with an antitone involution, see e.g. Theorems 15 and 16 in [3]. Moreover, this lattice is paraorthomodular (see [5] for this concept and for several corresponding results) because it satisfies the condition

\[
U \subseteq W \text{ and } U^\perp \cap W = \{\vec{0}\} \text{ imply } U = W,
\]
see [3] for the proof. It is well known that every bounded modular lattice with an
antitone involution which is, moreover, a complementation is already orthomodular.
Recall from [1] that an orthomodular lattice is a bounded lattice \((L, \lor, \land, ', 0, 1)\) with
an antitone involution which is a complementation such that

\[
x \preceq y \implies y = x \lor (x' \land y)
\]

\((x, y \in L)\). The above arguments show that \(L(V)\) is orthomodular if and only if \(\bot\) is a complementation. Hence we want to investigate when \(\bot\) is a complementation.

For \(n > 1\) let \(M_n\) denote the modular lattice with the Hasse diagram (see Figure 1).
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**Theorem 1.** The lattice \(L(V)\) is orthomodular if and only if \(V\) does not contain a nontrivial self-orthogonal vector.

**Proof.** We use the fact that \(L(V)\) is orthomodular if and only if \(\bot\) is a complementation. Since

\[
\dim(U + U^\perp) + \dim(U \cap U^\perp) = \dim U + \dim U^\perp = m
\]

for all \(U \in L(V)\), we have \(U + U^\perp = V\) if and only if \(U \cap U^\perp = \{\vec{0}\}\). Hence \(\bot\) is a complementation if and only if \(U \cap U^\perp = \{\vec{0}\}\) for all \(U \in L(V)\). If \(\bot\) is not a complementation then there exist some \(U \in L(V)\) and some \(\vec{a} \in V \setminus \{\vec{0}\}\) with \(\vec{a} \in U \cap U^\perp\). But then \(\vec{a}\) is a nontrivial self-orthogonal vector of \(V\). If, conversely, \(V\) possesses a nontrivial self-orthogonal vector \(\vec{b}\) then \(\vec{b} \neq \vec{0}\) and \(\vec{b} \in \langle\{\vec{b}\}\rangle \cap \langle\{\vec{b}\}\rangle^\perp\), and hence \(\langle\{\vec{b}\}\rangle \cap \langle\{\vec{b}\}\rangle^\perp \neq \{\vec{0}\}\), i.e. \(\bot\) is not a complementation. \(\square\)

If \(V\) does not contain a nontrivial self-orthogonal vector then \(L(V)\) is orthomodular because \(\bot\) is an orthocomplementation and \(L(V)\) is modular. This is the case in the following example.

**Example 2.** Assume \((q, m) = (3, 2)\). Then the Hasse diagram of \(L(V)\) looks as in Figure 2,
Figure 2.

where

\[ A := \{(0,0), (0, 1), (0, 2)\}, \quad B := \{(0,0), (1,0), (2,0)\}, \]
\[ C := \{(0,0), (1,1), (2,2)\}, \quad D := \{(0,0), (1,2), (2,1)\}. \]

Hence \((L(V), +, \cap) \cong M_4\). Moreover,

\[
\begin{array}{c|cccc}
U & A & B & C & D \\
\hline
U^\perp & B & A & D & C
\end{array}
\]

and hence \(L(V)\) is orthomodular. This is in accordance with the fact that \(V\) has no nontrivial self-orthogonal vector.

On the contrary, we have the following situation.

**Example 3.** Assume \((q, m) = (5, 2)\). Then \(L(V)\) is not orthomodular since \(U^\perp = U\) for

\[ U = \{(0,0), (1,3), (2,1), (3,4), (4,2)\}. \]

This is in accordance with the fact that \((1,2)\) is a nontrivial self-orthogonal vector of \(V\).

It turns out that \(V\) contains a nontrivial self-orthogonal vector in case \(m \geq 4\).

**Proposition 4.** There exists a unique \(m(q) \in \{2, 3, 4\}\) such that \(L(V)\) is orthomodular if and only if \(m < m(q)\). We have \(m(q) = 2\) for even \(q\).

**Proof.** By Theorem 1, we must show that there exists a unique \(m(q) \in \{2, 3, 4\}\) such that \(V\) contains a self-orthogonal vector \(\vec{a} = (a_1, \ldots, a_m)\) if and only if \(m \geq m(q)\). Obviously,

\[ m(q) = \min\{k \in \mathbb{N} : \text{there exist } a_1, \ldots, a_k \in (\text{GF}(q)) \setminus \{0\} \text{ with } a_1^2 + \ldots + a_k^2 = 0\} \]

and because of Lagrange’s four-squares theorem saying that every non-negative integer is the sum of four squares, there exist \(a, b, c, d \in \mathbb{Z}\) with \(a^2 + b^2 + c^2 + d^2 = p\). Hence \((a, b, c, d)\) is a nontrivial self-orthogonal vector of \(V\). This shows \(m(q) \leq 4\).

For even \(q\), \((1,1,0,\ldots,0)\) is a nontrivial self-orthogonal vector of \(V\). □
Example 5. Assume \((q, m) = (2, 2)\). Then the Hasse diagram of \(L(V)\) looks as in Figure 3,

\[
\begin{array}{c}
V \\
\downarrow \\
A \leftarrow B \rightarrow C \\
\uparrow \\
\langle 0 \rangle
\end{array}
\]

Figure 3.

where

\[
A := \{(0,0), (0,1)\}, \quad B := \{(0,0), (1,0)\}, \quad C := \{(0,0), (1,1)\}.
\]

Hence \((L(V), +, \cap) \cong M_3\). Moreover,

\[
\begin{array}{c|ccc}
U & A & B & C \\
\hline
U^\perp & B & A & C
\end{array}
\]

and hence \(L(V)\) is not orthomodular. This is in accordance with the fact that \((1, 1)\) is a nontrivial self-orthogonal vector of \(V\).

In some cases, we can find a smaller upper bound for \(m(q)\).

**Theorem 6.** Let \(V\) be an \(m\)-dimensional vector space over the field \(GF(q)\).

(i) If \(4 \mid p - 1\) then \(m(q) = 2\).

(ii) If \(16 \mid (p + 5)(p - 1)\) then \(m(q) \leq 3\).

**Proof.** In both cases we construct a suitable nontrivial self-orthogonal vector of \(V\).

(i) If \(4 \mid p - 1\) then

\[
\left( -\frac{1}{p} \right) = (-1)^{(p-1)/2} = 1
\]

and hence there exists some \(a \in \mathbb{Z}\) with \(a^2 \equiv -1 \pmod{p}\). This shows that \((a, 1)\) is a nontrivial self-orthogonal vector of \(V\).

(ii) If \(16 \mid (p + 5)(p - 1)\) then

\[
\left( -\frac{2}{p} \right) = \left( -\frac{1}{p} \right) \left( \frac{2}{p} \right) = (-1)^{(p-1)/2}(-1)^{(p+1)(p-1)/8} = (-1)^{(p+5)(p-1)/8} = 1
\]

and hence there exists some \(b \in \mathbb{Z}\) with \(b^2 \equiv -2 \pmod{p}\). This shows that \((b, 1, 1)\) is a nontrivial self-orthogonal vector of \(V\). \(\square\)
For small numbers \( q \) we can compute \( m(q) \) as follows.

Example 7. The following table shows the values of \( m(q) \) for small \( q \) and a corresponding nontrivial self-orthogonal vector of minimal dimension.

<table>
<thead>
<tr>
<th>( q )</th>
<th>( m(q) )</th>
<th>Nontrivial self-orthogonal vector of minimal dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>(1, 1, 1)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>(1, 2)</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>(1, 2, 3)</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>(1, ( x ))</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>(1, 1, 3)</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>(1, 4)</td>
</tr>
</tbody>
</table>

Here we used \( \text{GF}(9) \cong \mathbb{Z}_3/(x^2 + 1) \) and neither \( \text{GF}(9) \cong \mathbb{Z}_3/(x^2 + x - 1) \) nor \( \text{GF}(9) \cong \mathbb{Z}_3/(x^2 - x - 1) \).

Our next task is the description of \( \mathbf{L}(V) = (L(V), +, \cap, \{\vec{0}\}, V) \). We determine the number of \( d \)-dimensional linear subspaces of \( V \) as well as the number of covers in \( \mathbf{L}(V) \). For this reason, we introduce the numbers \( a_n \) as follows:

Put \( a_0 := 1 \) and

\[
a_n := \prod_{i=1}^{n} (q^i - 1) \quad \text{for all } n \in \mathbb{N}.
\]

Recall from [2] that a lattice with 0 is called atomistic if every of its elements is a join of atoms.

Proposition 8. Let \( d \in \{0, \ldots, m\} \) and \( V \) be an \( m \)-dimensional vector space over GF\((q)\). Then the following statements hold:

(i) \( \mathbf{L}(V) \) is an atomistic modular lattice.

(ii) For every element \( U \in \mathbf{L}(V) \), all maximal chains between \( \{\vec{0}\} \) and \( U \) have the same length (chain condition).

(iii) \( V \) has exactly \( a_m/(a_d a_{m-d}) \) \( d \)-dimensional linear subspaces.

(iv) If \( d < m \) then every \( d \)-dimensional linear subspace of \( V \) is contained in exactly

\[
\frac{q^{m-d} - 1}{q - 1} = 1 + q + q^2 + \ldots + q^{m-d-1}
\]

\( (d + 1) \)-dimensional linear subspaces of \( V \).
(v) If \( d > 0 \) then every \( d \)-dimensional linear subspace of \( V \) contains exactly
\[
\frac{q^d - 1}{q - 1} = 1 + q + q^2 + \ldots + q^{d-1}
\]
\((d - 1)\)-dimensional linear subspaces of \( V \).

(vi) The lattice \( L(V) \) has exactly
\[
\frac{q^m - 1}{q - 1} = 1 + q + q^2 + \ldots + q^{m-1}
\]
atoms, namely the one-dimensional linear subspaces of \( V \).

(vii) If \( m = 2 \) then \( (L(V), +, \cap) \cong M_{q+1} \).

Proof. Let us recall Theorem 23 in [3]. It says that if \( d \leq e \leq m \) then every \( d \)-dimensional subspace of \( V \) is included in \( a_{m-d}/(a_m c_{a_{e-d}}) \) \( e \)-dimensional subspaces of \( V \). Now (i) and (ii) are well-known, (iii) is Theorem 1 in [3], (iv) is the special case \( e := d + 1 \) of Theorem 23 in [3], (v) is a special case of (iii) when considering the number of \((d - 1)\)-dimensional linear subspaces of a \( d \)-dimensional vector space over \( \text{GF}(q) \), (vi) is the special case \( d := 0 \) of (iv), and (vii) follows from (vi). \( \Box \)

Of course, the lattice \( L(V) = (L(V), +, \cap, \{\vec{0}\}, V) \) is complemented in each case even when \( \perp \) is not a complementation.

There is a natural question if conditions (i)–(vii) of Proposition 8 determine an \( m \)-dimensional vector space \( V \) over \( \text{GF}(q) \). In other words, we have the following problem: Let \( m \) and \( n \) be positive integers, \( m > 2 \), \( q = p^n \) with a prime \( p \) and \( L = (L, \lor, \land) \) a lattice satisfying the following conditions:

1. \( L \) is complemented,
2. \( L \) is modular,
3. \( L \) is atomistic,
4. \( L \) has height \( m \),
5. \( L \) has \( 1 + q + q^2 + \ldots + q^{m-1} \) atoms,
6. every element of \( L \) of height \( d > 0 \) covers \( 1 + q + q^2 + \ldots + q^{d-1} \) elements,
7. every element of \( L \) of height \( d < m \) is covered by \( 1 + q + q^2 + \ldots + q^{m-d-1} \) elements.

Does this imply \( L \cong L(V) = (L(V), +, \cap) \) for some \( m \)-dimensional vector space \( V \) over \( \text{GF}(q) \)?

The positive answer to this question follows from the known results collected in [6], Chapter IV.5. All the concepts used here are taken from [6]. Namely, having a vector space \( V = (V, +, \cdot) \), the lattice \( L(V) = (L(V), +, \cap, \{\vec{0}\}, V) \) is known to be isomorphic to \( L(V') \) where \( V' \) is the projective space derived from \( V \) in the canonical
way. However, $V'$ can be coordinatized and hence $L(V) \cong L(V')$ is an Arguesian lattice since $V'$ satisfies Desargues's law. Thus, for $L$ satisfying (1)–(7) it holds:

(8) $L$ is a finite simple complemented Arguesian lattice of height greater than 2 (the complementation not necessarily coincides with $\perp$).

Conversely, assume $L$ to satisfy (8). Then $L$ is modular, of finite height and complemented, i.e. it is a geometric lattice and hence it is coordinatizable over a division ring, that is, over a skew field (see [6], Theorem 15). But this skew field is finite since so is $L$. Hence $L$ satisfies (1)–(7) since finite skew fields are fields by Wedderburn’s theorem. Altogether, $L$ is a finite simple complemented modular lattice of height greater than 2 and either its height is greater than 3 or $L$ is Arguesian.

The following concept will be used in the sequel.

**Definition 9.** An $m$-element subset $\{\tilde{b}_1, \ldots, \tilde{b}_m\}$ of an $m$-dimensional vector space $V$ over $\text{GF}(q)$ is called an orthogonal basis of $V$ if

\[
\tilde{b}_i \cdot \tilde{b}_j = \begin{cases} 
\neq 0 & \text{if } i = j, \\
= 0 & \text{otherwise.}
\end{cases}
\]

**Example 10.** Let $V$ be an $m$-dimensional vector space over $\text{GF}(q)$. Then
\[
\{(1,0,\ldots,0), (0,1,0,\ldots,0), \ldots, (0,\ldots,0,1)\}
\]

is an orthogonal basis of $V$ for arbitrary $p$.
\[
\{(0,1,\ldots,1), (1,0,1,\ldots,1), \ldots, (1,\ldots,1,0)\}
\]

is an orthogonal basis of $V$ if and only if $p \mid m - 2$.

**Lemma 11.** Let $B = \{\tilde{b}_1, \ldots, \tilde{b}_m\}$ be an orthogonal basis of $V$ and $I \subseteq \{1, \ldots, m\}$. Then

(i) $B$ is a basis of $V$,

(ii) $\langle\{\tilde{b}_i : i \in I\}\rangle^\perp = \langle\{\tilde{b}_i : i \in \{1, \ldots, m\} \setminus I\}\rangle$.

**Proof.** Assume $a_1, \ldots, a_m \in \text{GF}(q)$ and put $\tilde{a} := a_1 \tilde{b}_1 + \ldots + a_m \tilde{b}_m$.

(i) If $\tilde{a} = \tilde{0}$ then $a_i \tilde{b}_i \tilde{b}_i = \tilde{a} \tilde{b}_i = \tilde{0} \tilde{b}_i = 0$ for all $i = 1, \ldots, m$ and hence $a_1 = \ldots = a_m = 0$ showing the independence of $\tilde{b}_1, \ldots, \tilde{b}_m$.

(ii) The following statements are equivalent:

\[
\tilde{a} \in \langle\{\tilde{b}_i : i \in I\}\rangle^\perp,
\]

\[
\tilde{a} \tilde{b}_i = 0 \text{ for all } i \in I,
\]

\[
a_i \tilde{b}_i \tilde{b}_i = 0 \text{ for all } i \in I,
\]

\[
a_i = 0 \text{ for all } i \in I,
\]

\[
\tilde{a} \in \langle\{\tilde{b}_i : i \in \{1, \ldots, m\} \setminus I\}\rangle.
\]

\[\square\]
Denote by $2^k$ the finite Boolean lattice (Boolean algebra) having just $k$ atoms. In what follows we will check when $L(V)$ for an $m$-dimensional vector space $V$ over $GF(q)$ contains a subalgebra isomorphic to $2^k$ for some $k \leq m$.

**Lemma 12.** Let $\{\vec{b}_1, \ldots, \vec{b}_m\}$ be an orthogonal basis of $V$. Then the subalgebra of $L(V)$ generated by $\{\{\vec{b}_i\}, \ldots, \{\vec{b}_m\}\}$ is isomorphic to $2^m$. Since $2^m$ contains subalgebras isomorphic to $2^i$ for every $i = 1, \ldots, m$, this is also true for $L(V)$.

**Proof.** Let $S$ denote the subuniverse of $L(V)$ generated by $\{\{\vec{b}_1\}, \ldots, \{\vec{b}_m\}\}$. Using Lemma 11 it is easy to see that $S = \{\{\vec{b}_i:\ i \in I\}: I \subseteq \{1, \ldots, m\}\}$ and that $I \mapsto \{\vec{b}_i: i \in I\}$ is an isomorphism from $(2^{\{1,\ldots,m\}}, \cup, \cap, I \mapsto \{1, \ldots, m\} \setminus I, \emptyset, \{1, \ldots, m\})$ to $S := (S, +, \cap, 1, \{\vec{0}\}, V)$. This shows $S \cong 2^m$. The rest of the proof is clear. □

As shown by Proposition 4, if the dimension of $V$ is small enough then $L(V)$ is an orthomodular lattice. Now we show when $L(V)$ contains an orthomodular lattice isomorphic to a horizontal sum of Boolean algebras also for an arbitrary dimension of $V$ that is not a multiple of $p$.

Let $L_i = (L_{i}, \vee_{i}, \wedge_{i},'_{i}, 0, 1)$ ($i = 1, 2$) be nontrivial orthomodular lattices satisfying $L_1 \cap L_2 = \{0, 1\}$. Then their *horizontal sum* $L_1 + L_2 = (L, \vee, \wedge, ', 0, 1)$ is defined by

\[
L := L_1 \cup L_2,
\]

\[
x \vee y := \begin{cases} x \vee_i y & \text{if } i \in \{1, 2\} \text{ and } x, y \in L_i, \\ 1 & \text{otherwise,} \end{cases}
\]

\[
x \wedge y := \begin{cases} x \wedge_i y & \text{if } i \in \{1, 2\} \text{ and } x, y \in L_i, \\ 0 & \text{otherwise,} \end{cases}
\]

\[
x' := x'_{i} & \text{if } i \in \{1, 2\} \text{ and } x \in L_i
\]

$(x, y \in L)$. It is well-known that the horizontal sum of two orthomodular lattices is again an orthomodular lattice.

**Theorem 13.** Let $V$ be an $m$-dimensional vector space over the field $GF(q)$ for $q = p^n$ with $p$ prime and assume $p \mid m$. Then there exists a subset $S$ of $V$ such that $(S, \subseteq, ', \{\vec{0}\}, V)$ is an orthomodular lattice isomorphic to the horizontal sum of the Boolean algebras $2^m$ and $2^2$. The presented set $S$ is a subuniverse of $L(V)$ if and only if $m = 2$. 
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Proof. Put

\[ N := \{1, \ldots, m\}, \quad \vec{e}_i := (0, \ldots, 0, 1, 0, \ldots, 0) \text{ with 1 at place } i \text{ for all } i \in N, \]

\[ U_I := \langle \{\vec{e}_i : i \in I\} \rangle \text{ for all } I \subseteq N, \quad W := \langle \{(1, \ldots, 1)\} \rangle, \]

\[ S := \{U_I : I \subseteq N\} \cup \{W, W^\perp\}. \]

From Lemma 12 we have that \( \{U_I : I \subseteq N\} \) is a subuniverse of \( L(V) \) and \( I \mapsto U_I \) is an isomorphism from \((2^N, \cup, \cap, I \mapsto N \setminus I, \emptyset, N)\) to \( \langle \{U_I : I \subseteq N\}, +, \cap, \perp, \{\vec{0}\}, V \rangle \).

Clearly, \( U_I \nsubseteq W, W^\perp \nsubseteq U_I \) for all \( I \in 2^N \setminus \{\emptyset, N\} \). This shows that in \((S, \subseteq, \perp, \{\vec{0}\}, V)\) the following statements hold for all \( I \in 2^N \setminus \{\emptyset, N\} \):

\[ W \lor U_I = V, \quad W \land U_I = \{\vec{0}\}, \]

\[ W^\perp \lor U_I = V, \quad W^\perp \land U_I = \{\vec{0}\}. \]

Moreover, \( \dim W = 1 \) and \( \dim W^\perp = m - 1 \). Since \( p \nmid m \) we have \( W \nsubseteq W^\perp \). In case \( m = 2 \) we have for \( i = 1, 2 \)

\[ W \lor U_{\{i\}} = W + U_{\{i\}} = V, \]

\[ W \land U_{\{i\}} = W \cap U_{\{i\}} = \{\vec{0}\}, \]

\[ W^\perp \lor U_{\{i\}} = W + U_{\{i\}} = V, \]

\[ W^\perp \land U_{\{i\}} = W \cap U_{\{i\}} = \{\vec{0}\} \]

and hence \( S \) is a subuniverse of \( L(V) \). If, however, \( m > 2 \) then

\[ W + U_{\{1\}} \nsubseteq V = W \lor U_{\{1\}} \]

since \( \dim(W + U_{\{1\}}) = 2 < m \). This shows that in this case \( S \) is not a subuniverse of \( L(V) \). \( \square \)

The following example shows a lattice of the form \( L(V) \) that is not orthomodular, yet it contains a non-Boolean but orthomodular lattice as a subposet.

Example 14. Assume \((q, m) = (2, 3)\). Then the Hasse diagram of \( L(V) \) looks as in Figure 4, where

\[ A := \{(0, 0, 0), (0, 0, 1)\}, \]

\[ B := \{(0, 0, 0), (0, 1, 0)\}, \]

\[ C := \{(0, 0, 0), (0, 1, 1)\}, \]

\[ D := \{(0, 0, 0), (1, 0, 0)\}, \]

\[ E := \{(0, 0, 0), (1, 0, 1)\}, \]

\[ F := \{(0, 0, 0), (1, 1, 0)\}, \]

\[ G := \{(0, 0, 0), (1, 1, 1)\}, \]
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$$H := \{(0, 0, 0), (0, 1, 0), (0, 1, 1)\},$$
$$I := \{(0, 0, 0), (0, 1, 0), (1, 0, 0), (1, 0, 1)\},$$
$$J := \{(0, 0, 0), (0, 0, 1), (1, 1, 0), (1, 1, 1)\},$$
$$K := \{(0, 0, 0), (0, 1, 0), (1, 0, 0), (1, 1, 0)\},$$
$$L := \{(0, 0, 0), (0, 1, 0), (1, 0, 1), (1, 1, 1)\},$$
$$M := \{(0, 0, 0), (0, 1, 1), (1, 0, 0), (1, 1, 1)\},$$
$$N := \{(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)\}.$$

Moreover,

$$U \quad \begin{array}{c|ccccccc}
A & B & C & D & E & F & G \\
\hline
K & I & M & H & L & J & N
\end{array}$$

Since $$C + C^\perp = M \neq V$$, $$^\perp$$ is not a complementation and hence $$L(V)$$ is not orthomodular. This is in accordance with the fact that $$(1, 1, 0)$$ is a nontrivial self-orthogonal vector of $$V$$. We have $$p \nmid m$$. Hence we can apply Theorem 13. The set $$S$$ of Theorem 13 equals $$\{\{0\}, A, B, D, G, H, I, K, N, V\}$$ and the Hasse diagram of the orthomodular lattice $$(S, \subseteq, ^\perp, \{0\}, V)$$ is visualized in Figure 5.

Since $$D + G = M \notin S$$, $$S$$ is not a subuniverse of $$L(V)$$. One can easily see that this lattice is the horizontal sum of the Boolean lattices $$2^3$$ and $$2^2$$.
If $V$ does not contain a nontrivial self-orthogonal vector then $L(V)$ is orthomodular because $\perp$ is an orthocomplementation and $L(V)$ is modular. This is the case in the following example.

Example 15. In Example 2 we have $p \nmid m$. Hence we can apply Theorem 13. The set $S$ of Theorem 13 coincides with $L(V)$ and is therefore trivially a subuniverse of $L(V)$.

In the rest of paper, we will investigate the lattice $L(V)$ for two-dimensional vector spaces $V$ over $GF(q)$. For $n > 1$ let $\text{MO}_n$ denote the modular ortholattice with atoms $a_1, a_2, \ldots, a_n, a_1^\perp, a_2^\perp, \ldots, a_n^\perp$ and the Hasse diagram (see Figure 6)

![Hasse diagram](image)

Figure 6.

**Proposition 16.** Let $V$ be a 2-dimensional vector space over the field $GF(q)$ for some $q = p^n$, without loss of generality assume $V = (GF(q))^2$, and put $M := \{(x, y) \in \mathbb{N}^2 : x \leq y \leq \frac{1}{2}p\}$. Then

(i) If there exists some $(x, y) \in M$ with $p \mid (x^2+y^2)$ then $L(V)$ is not orthomodular.

(ii) If $q = p$ then $L(V)$ is orthomodular if and only if $p \nmid (x^2+y^2)$ for all $(x, y) \in M$.

(iii) If $L(V)$ is orthomodular then $L(V) \cong \text{MO}_{(q+1)/2}$.

**Proof.** (i) If there exists some $(x, y) \in M$ with $p \mid (x^2+y^2)$ then $(x, y)$ is a nontrivial self-orthogonal vector of $V$ and hence $L(V)$ is not orthomodular according to Theorem 1.

(ii) Assume $q = p$. Then $GF(q) \cong \mathbb{Z}_p$. According to Theorem 1, $L(V)$ is orthomodular if and only if $V$ does not contain a nontrivial self-orthogonal vector. Now $(a, b) \in \mathbb{Z}_p^2$ is a nontrivial self-orthogonal vector if and only if $(a, b) \neq (0, 0)$ and $a^2 + b^2 = 0$ in $\mathbb{Z}_p$. If $(a, b)$ is a nontrivial self-orthogonal vector then $a \neq 0$ and $b \neq 0$ in $\mathbb{Z}_p$. Since modulo $p$ all nonzero elements of $\mathbb{Z}_p$ are given by 1 if $p = 2$ and by $\pm 1, \pm 2, \pm 3, \ldots, \pm \frac{1}{2}(p - 1)$ otherwise, all squares of nonzero elements are given modulo $p$ by 1 if $p = 2$ and by $1^2, 2^2, 3^2, \ldots, (\frac{1}{2}(p - 1))^2$ otherwise.

(iii) This follows from (vii) of Proposition 8. \qed

For small $q$ we list all 2-dimensional vector spaces $V$ over $GF(q)$ and indicate for which of them $L(V)$ is orthomodular.
Example 17. For $m = 2$ we have

<table>
<thead>
<tr>
<th>$q$</th>
<th>$(L(V), +, \cap)$</th>
<th>$L(V)$</th>
<th>Nontrivial self-orthogonal vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\cong M_3$</td>
<td>not orthomodular</td>
<td>$(1, 1)$</td>
</tr>
<tr>
<td>3</td>
<td>$\cong M_4$</td>
<td>$\cong MO_2$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$\cong M_5$</td>
<td>not orthomodular</td>
<td>$(1, 1)$</td>
</tr>
<tr>
<td>5</td>
<td>$\cong M_6$</td>
<td>not orthomodular</td>
<td>$(1, 2)$</td>
</tr>
<tr>
<td>7</td>
<td>$\cong M_8$</td>
<td>$\cong MO_4$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$\cong M_9$</td>
<td>not orthomodular</td>
<td>$(1, 1)$</td>
</tr>
<tr>
<td>9</td>
<td>$\cong M_{10}$</td>
<td>not orthomodular</td>
<td>$(1, x)$</td>
</tr>
<tr>
<td>11</td>
<td>$\cong M_{12}$</td>
<td>$\cong MO_6$</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$\cong M_{14}$</td>
<td>not orthomodular</td>
<td>$(2, 3)$</td>
</tr>
<tr>
<td>16</td>
<td>$\cong M_{17}$</td>
<td>not orthomodular</td>
<td>$(1, 1)$</td>
</tr>
<tr>
<td>17</td>
<td>$\cong M_{18}$</td>
<td>not orthomodular</td>
<td>$(1, 4)$</td>
</tr>
</tbody>
</table>

Here we used $\text{GF}(9) \cong \mathbb{Z}_3/(x^2 + 1)$ and neither $\text{GF}(9) \cong \mathbb{Z}_3/(x^2 + x - 1)$ nor $\text{GF}(9) \cong \mathbb{Z}_3/(x^2 - x - 1)$.
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